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Multi-modal program verification is a process of validating code against its specification using both dynamic
and symbolic techniques, and proving its correctness by a combination of automated and interactive machine-
assisted tools. In order to be trustworthy, such verification tools must themselves come with formal soundness
proofs, establishing that any program verified in them against a certain specification does not violate the
specification’s statement when executed. Verification tools that are proven sound in a general-purpose proof
assistant with a small trusted core are commonly referred to as foundational.

We present a framework that facilitates and streamlines construction of program verifiers that are both
foundational and multi-modal. Our approach adopts the well-known idea of monadic shallow embedding of
an executable program semantics into the programming language of a theorem prover based on higher-order
logic, in our case, the Lean proof assistant. We provide a library of monad transformers for such semantics,
encoding a variety of computational effects, including state, divergence, exceptions, and non-determinism.
The key theoretical innovation of our work are monad transformer algebras that enable automated derivation
of the respective sound verification condition generators. We show that proofs of the resulting verification
conditions enjoy automation using off-the-shelf SMT solvers and allow for an interactive proof mode when
automation fails. To demonstrate versatility of our framework, we instantiated it to embed two foundational
multi-modal verifiers into Lean for reasoning about (1) distributed protocol safety and (2) Dafny-style speci-
fications of imperative programs, and used them to mechanically verify a number of non-trivial case studies.
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1 Introduction

The promise of formal software verification is to deliver programs that are rigorously proven to
satisfy their ascribed specifications, eliminating any possibility of runtime errors. While the past
two decades have seen a surge of large-scale formally verified systems, ranging from compilers [58,
67] and cryptographic libraries [31, 88] to operating systems [41, 55] and distributed consensus
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protocols [44, 107, 112], formal verification is far from being considered mainstream in software
development. As noted by practitioners, the cost/benefit ratio of formally proving software systems
correct often makes formal verification a poor choice for code quality assurance [27] in comparison
with lightweight methods for bug finding, such as fuzz testing [12] and symbolic execution [16].

Multi-modal verification is a methodology that aims to lower the cost of adopting formal methods
by combining lightweight and rigorous techniques for checking a program against its specification.
Multi-modal verifiers allow one to run tests, perform symbolic checks, and prove correctness of a
program using deductive reasoning. Since the latter task is by far the costliest in terms of time and
intellectual burden, an ideal verifier should provide a suite of tools to discharge proof obligations
for a program’s correctness, through a combination of automated decision procedures and human-
assisted proofs. As of today, several existing verification frameworks offer features for multi-modal
verification, targeting both general-purpose programming models [47, 59, 76, 95, 104] and problem-
specific modelling domains, such as distributed and security protocols [78, 79, 106]. However, to
the best of our knowledge, no such tool come with formal machine-checked proofs of their own
soundness: that is, none of them provide strong guarantees that the result of successful verification
they report is consistent with the runtime behaviour of the respective program that has been
verified in it.! In other words, such verifiers can miss bugs in programs.

A well-known methodology to engineer a formally sound verifier is to embed its modelling
and specification languages into those of a general-purpose theorem prover, such as Rocq [92] or
Lean [25]. This design shifts the trust from an implementation of the verifier to the implementation
of the underlying prover, as long as the verifier’s own correctness is established in the prover’s
logic. While those provers are also programs, they have a very small trusted core, and are gen-
erally believed to be bug-free. Verification frameworks built this way are called foundational and
are typically employed in correctness-critical domains, such as verification of systems code [5, 18]
and reasoning about programs with complex semantic features [42, 50, 97]. Implementing a foun-
dational program verifier for a new programming language is typically a substantial effort on
its own, and, while several attempts to automate foundational verification have been made re-
cently [23, 35, 96, 100], we are not aware of any such tool providing a full spectrum of multi-modal
verification features: testing, symbolic execution, and automated/interactive deductive proofs.

The goal of this work is to provide a general and pragmatic framework to embed multi-modal
verifiers into a foundational proof assistant, with end-to-end correctness guarantees and a good
support for user-level automation. In the rest of the paper, we show how to do exactly this.

Challenges and key ideas. Any verification task starts from encoding a model of a program and
its desired specification, so the syntax, in which the program and its specification are expressed,
can have a large impact on the verifier’s adoption. Our methodology for implementing verifiers
is by embedding them into the Lean theorem prover and by making use of its support for meta-
programming [85] to provide domain-specific syntax for the users. We aim to provide an experience
where the user need not be proficient in Lean to be able to conduct their verification tasks, by em-
ploying their domain-specific knowledge, while implicitly relying on Lean’s proving capabilities.

While the problem of providing user-friendly syntax can be solved with state-of-the-art meta-
programming techniques, defining the semantics of a verifier’s modelling language, which is both
executable and amenable to automated verification, is the first conceptual challenge we have to solve.
An appealing idea to encode such semantics is by “assembling” them from collections of effects that
a language can express: state manipulation, exceptions, non-determinism, etc. An approach based

IThis, of course, does not mean that those verification tools are not useful: they are typically rigorously tested, and
soundness-compromising bugs in them are relatively rare, although definitely not non-existent [13].
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on Dijkstra monads [102] provides an elegant theoretical foundation to derive principles for sym-
bolic reasoning about programs with effects from their execution semantics. Unfortunately, the
research on Dijkstra monads to date [4, 75] does not immediately provide a push-button solution
for deriving a sound automated verifier, stopping just one step short of doing so. We identify this
shortcoming and provide a solution to it by introducing a novel algebraic structure called monad
transformer algebras. We show that a program semantics with execution-time effects that can be
expressed as a composition of monad transformer algebras allows for automated derivation of a
sound symbolic verifier that enjoys automation-friendly verification conditions.

The second conceptual challenge has to do with accommodating two styles of symbolic reason-
ing about code: symbolic execution and deductive verification. The former is more suitable for
reliably identifying true bugs in programs without the need to prove anything [15], while the lat-
ter aims to show the absence of bugs at the expense of having to construct a proof. We reconcile
them by observing that each one of them corresponds to one of two different ways of reason-
ing about non-determinism in a program’s semantics: symbolic execution corresponds to taking
angelic choices that exercise an execution that will likely result in a bug, while deductive verifi-
cation considers demonic non-determinism, effectively checking that every execution satisfies a
desired property [14]. We provide a reusable executable semantics for non-determinism and em-
ploy monad transformer algebras to derive verifiers suitable for both sound symbolic bug-finding
and safety verification for potentially non-terminating, non-deterministic computations.

The last challenge we have to address is providing smooth language-agnostic integration be-
tween two styles of deductive program verification: automated and user-assisted. The former style
is more popular in standalone intrinsic code verifiers, such as Dafny [62], Viper [81], and Verus [59],
which require the user to annotate a program with the specification and invariants, emitting verifi-
cation conditions (VCs) that are then discharged by an external automated solver. The latter style
is predominant in foundational verifiers embedded into an interactive theorem prover that state
the verification conditions extrinsically and use the underlying prover’s interactive proof mode
to discharge them [5, 48, 57]. Both styles have their merits: while the former greatly reduces the
burden on the human prover, the latter provides more fine-grained control over the proof process.
We adopt the intrinsic proof style, embedding our verification condition generators into Lean and
developing language-independent automation techniques for proving VCs with the help of off-
the-shelf solvers, such as Z3 [24] and cvc5 [8], as well as interactively. We show that our proofs
often require no manual effort at all, while the ability to combine automated and interactive modes
allows for verifying programs outside the reach of existing intrinsic automated verifiers.

We implement these ideas in Loom—a foundational framework for deriving verifiers embed-
ded into Lean proof assistant. We showcase Loom by instantiating it to two realistic multi-modal
verifiers, using the outlined above techniques in tandem to test and verify a series of case studies.

Contributions. In summary, our work makes the following contributions:

e Our main practical contribution is Loom: a Lean-based framework for implementing multi-
modal program verifiers that enjoy foundational correctness guarantees and provide support
for automated proofs. Loom comes with a library of shallowly-embedded computational effects,
including state, divergence, and non-determinism, and allows for multiple styles of verification:
testing, symbolic execution, and deductive proofs, both interactive and automated (Sec. 2).

o Our main theoretical contribution is a framework of ordered monad (transformer) algebras: an
algebraic structure that streamlines deriving of correct-by-construction deductive verifiers from
executable semantics represented by compositions of computational monads. Loom comes with
a library of monad algebra instances for common effects that can be easily extended (Sec. 3).
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e We demonstrate how to automate derivation of foundational deductive verifiers from monad
algebra instances using Lean’s type class resolution mechanism (Sec. 4).

o We show how to express divergence in our framework in a way that avoids coinductive defini-
tions (Sec. 5) and present a monad transformer algebra for non-determinism (Sec. 6).

e We implemented two foundational multi-modal verifiers on top of Loom: (1) Veil 2.0, a complete
overhaul of the Veil verifier for distributed protocols in first-order logic [86], now featuring exe-
cutable semantics (Sec. 7), and (2) Velvet, a new Dafny-style verifier for an imperative language
featuring arrays, unbounded loops, and the constrained random choice operator (Sec. 8). We used
both verifiers to test and prove several non-trivial real-world case studies correct, highlighting
the unique capabilities of multi-modal verification in a foundational proof assistant.

The entire development of this paper comes with end-to-end correctness proofs done in Lean [37].

2 Overview

We start by building the intuition for Loom’s design and outlining the experience of using it. To do
so, we will go through stages of developing a multi-modal verifier for Cashmere—a toy imperative
WHILE-style language for implementing simple monetary operations, embedded into Lean.

2.1 Embedding Stateful Computations into Lean

Programs in Cashmere manipulate a simple state that contains a single mutable component rep-
resenting the balance on a user’s account (for demonstration purposes, let us forgo realism and
assume the language only supports one user). We begin by implementing a function that with-
draws a desired amount from a current balance. Its code is shown in Fig. 1a, and it is defined in
a Lean monad StateM, which represents a stateful computation, first reading the current value of
the user account’s balance (line 3) and then updating it with the new amount (line 4).

Lean’s meta-programming facilities make it easy to disguise the code in Fig. 1a, to make it look
closer to familiar imperative code by adding syntax (balance := ...) for updating mutable state
components, returns clause to specify the return value, as well as require/ensures statements
to specify its execution contract in terms of pre- and postconditions. The code in Fig. 1b macro-
expands to the original code in Fig. 1a, which can be executed in Lean natively using the StateM. run
function. Based on the user-provided ensures annotation, the definition in Fig. 1b also generates
the corresponding correctness theorem for withdraw, which we will discuss next.

2.2 Specifying Stateful Computations with Loom

The correctness theorem generated by Loom for withdraw from its specification looks as follows:
V amount bgg, {Ab. b = byq} withdraw amount {Ares b. b+ amount = by4} (1)

The Hoare triple (1) is quantified over the input amount and the pre-defined ghost logical vari-
able b4 capturing the initial balance. Its precondition is a predicate on the program state b, stating
that its initial state is bo1q. The postcondition is a predicate on the program result res (of type Unit)
and the final state, also denoted as b. It states that the final balance state plus the input amount
is equal to the initial balance (for now, we allow the balance to be negative). The program with
require/ensures clauses is macro-expanded to a term triple P ¢ Q, where triple is Loom’s def-
inition that can be used for computations c in any monad M that is equipped with an instance
of MAlgOrdered type class (explained in Sec. 3.3). To instantiate this type class, one has to provide:
(1) A complete lattice L, to serve as the assertion language for computations in M, used to state pre-
and postconditions. One can think of it as a type of propositions over the respective state. (2) A
symbolic runner function y : M L — L, which interprets M-computations ending with a postcondi-
tion in L as assertions in L. Specifically, i “treats” assertions as values: it “runs” the computation f,
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bdef withdraw (amount : Nat) returns Unit
ensures balance + amount = balanceOld do

1 abbrev Bal := Int
2 def withdraw (amount : Nat) : StateM Bal Unit := do

(SRS

3 balance < get 3 balance := balance - amount
4  set (balance - amount)
(a) Changing balance of the account (b) Changing balance with macros
1 instance: MAlgOrdered (StateM Bal) (Bal » Prop) where 1 bdef withdraw (amounts : List Nat) returns Unit
2 p (f : Bal » (Bal » Prop) x Bal) := 2 ensures balance + amounts.sum = balanceOld do
3 Ab => 3 let mut tmp := amounts
4 let (post, b') :=f b 4 while tmp.nonEmpty
5 post b’ 5 invariant balance + amounts.sum =
6 . —= A proof that u is monotone 6 balanceOld + tmp.sum do
7 let amount := tmp.head
8 balance := balance - amount
9 tmp := tmp.tail
(c) Embedding stateful computations (d) Session-based withdrawal loop

Fig. 1. Programming and verification in Cashmere

returning an assertion that must hold in order for all its “resulting” assertions to hold true. One
can think of y as a weakest precondition predicate transformer for a fixed postcondition. It also
provides meaning to the annotations such as invariant, assert, etc. (3) A proof that y is monotone
w.r.t. the order on L. This requirement will be explained in Sec. 3.

Changing the shapes of M and L would require a different instance of MAlgOrdered. Luckily,
Loom minimises such implementation overhead by providing a methodology for assembling com-
putations modularly as a combination of monads and monad transformers including StateT, ReaderT,
ExceptT, etc. That is, if the semantics of a computation can be expressed as a composition of these
transformers [71], Loom will derive the corresponding instance of MAlgOrdered automatically.

Coming back to our example, the assertion language L for StateM Bal computations is just a
type of predicates on the balance value Bal » Prop. It follows that y has type StateM Bal L ~ L,
which unfolds into (Bal » (Bal = Prop) x Bal) - Bal = Prop. Lines 3-5 of Fig. 1c show elements
of its implementation. The function y’s first argument is f : Bal » (Bal » Prop) x Bal, which
performs a stateful computation and returns both a poststate (b’) and an assertion about that post-
state (post); ¢ runs f on the initial state b and returns its output assertion applied to its resulting
state. Having provided the implementation of y, together with the proof of its monotonicity w.r.z.
implications on Bal = Prop (Sec. 3 will describe the general structure), Loom derives the weakest
precondition transformer wp [26] for StateM Bal computations. The statement (1), thus, becomes

V amount byjg b, b= bgq = wp (withdraw amount) (Ares b’. b" + amount = bog) b (2)

For this example, wp(withdraw amount) post returns A b.post () (b — amount), meaning that the
postcondition post will hold on a final state b if it holds on the computation’s output () : Unit,
and the state b — amount. After substituting this into the statement (2), the obtained verification
condition (VC) can be discharged either via translation to SMT-LIB with one of existing Lean-
SMT toolkits [80, 89], or via Lean’s own tactics. To improve both automation and human-assisted
proving experience, for more complicated VCs, Loom provides a tactic to split them into separate
goals, where each goal corresponds to a proof supporting one ensures or invariant annotation.
For this example, the proof of the VC can be obtained by running Lean’s standard aesop tactic [72],
thus, delivering an independently verifiable certificate of correctness in a form of Lean proof term.

2.3 Adding Non-Terminating Loops

Next, let us extend Cashmere with loops. This will make it possible to implement a procedure for
handling multiple withdrawals in a single session by passing a list withdrawal amounts to withdraw
(cf Fig. 1d) decrementing the balance by the value of each of the list’s elements in a loop (lines 4-9).
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An observant reader might notice that we do not supply an explicit termination measure for the
loop—the mechanism of potentially non-terminating computations is enabled by Lean’s machinery
of partial fixpoint, which we will touch upon in more details in Sec. 5. To support reasoning about
such partial loops, Loom implements the proof principles for partial correctness, wherein any
postcondition holds true for a loop that does not terminate. By the virtue of shallow embedding
into Lean, Loom supports the execution of divergent computations natively (i.e., not by extraction,
and linking with external code as done in Rocq [69]). In addition, Loom allows one to reason
about non-terminating computations both intrinsically (via loop invariants) and extrinsically (via
explicit theorems), disentangling proofs of partial and total correctness (cf. Sec. 2.4).

A popular way to encode semantics of non- instance : MAlgOrdered (StateT Bal DivM)

terminating computations is via coinductive ; (Bal > Prop) where
definitions [66, 108], which, at the time of this j H ;:tc:hB?lb*wa;m” ((Bal > Prop) x Bal)) := A b =>
writing, are missing from Lean. Instead of us- s | some (post, b’) => post b’

ing coinduction, to encode divergence, we will : | mone => True -= for partial correctness

change the underlying monad of our examples
to StateT Bal DivM Bal where StateT is a state
monad transformer [71], and DivM is an alias for Option. The semantic value of divergent computa-
tions will correspond to none. Although the assertion language L for StateT Bal DivM remains the
same, we need to change the definition of y and re-prove its properties, as shown at lines 3-6 of

Fig. 2. Specifying divergent computations

Fig. 2: now f b can return none, in which case we simply return True. The choice of the value for
none is dictated by the notion of partial correctness; in Sec. 5, we will explain the choice, as well
as its alternative, and will show how to avoid doing the monotonicity proofs altogether.

The property we want to verify is that the initial balance is the same as the final one plus a sum
of withdrawn amounts. To support automated VC generation for new withdraw function, we need
to add an invariant annotation to the loop. Loom will generate VCs for the desired property based
on its ensures and invariant annotations and will dispatch it automatically with the help of aesop.

2.4 Proving Total Correctness

The obvious problem with partial correctness semantics is that any postcondition trivially holds
for divergent computations. For instance, removing the last two lines of Fig. 1d, withdraw will
make it run forever, but its VC will still be discharged successfully. Loom allows one to control the
semantics of divergent computations by changing line 6 in Fig. 2 to False. In this case, the weakest
precondition of a divergent computations would be False, so no postcondition could be proved for
them. To enable an intrinsic proof of withdraw function, one would need to add an extra annotation
with the decreasing measure after the invariant clause, such as decreasing amounts.length.

To accommodate both partial and total correctness proofs, we define withdraw using the Option
monad, where it might diverge. A correctness proof of withdraw in the total semantics, thus, en-
sures that withdraw terminates, so Loom derives for it the following correctness statement:

V amounts bog, {Ab. b= by} withdraw amounts {Ares b. b + amounts.sum = b4}

It implies that, for any amounts, the outcome of withdraw is always some (res, b), so that we can ex-
tract its result and state for the postcondition. We will show in Sec. 8 that, to get a total correctness
proof for a program, one can first prove its partial correctness w.r.t. a desired property and then,
separately, prove that True as a postcondition holds in the total semantics. Loom automatically
combines these two proofs into a proof of total correctness w.r.t. a desired property.
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1 bdef withdraw (amounts : List Nat) returns Unit 1 bdef withdraw returns (history : List Nat)
2 require balance > amounts.sum 2 require balance > 0
3 ensures balance + amounts.sum = balance0Old do 3 ensures balance + history.sum = balance0Old do
4 let mut tmp := amounts 4 let amounts :| amounts.sum < balance
5 while tmp.nonEmpty 5 let mut tmp := amounts
6 invariant balance + amounts.sum = 6 while tmp.nonEmpty
7 balanceOld + tmp.sum 7 invariant balance + amounts.sum =
8 decreasing tmp.length do 8 balanceOld + tmp.sum
9 let amount := tmp.head 9 invariant balance > tmp.sum
10 if amount > balance then throw "Insufficient funds" 10 decreasing tmp.length do
11 else balance := balance - amount 11 let amount := tmp.head
12 tmp := tmp.tail 12 if amount > balance then
. . . 13 throw "Insufficient funds"
(a) Withdrawal with exceptions " else
15 balance := balance - amount
p (f : ExceptT a BankM (Bal = Prop)) := 16 tmp := tmp.tail

p (m := BankM) do
let ex < (f : BankM (Except a (Bal = Prop)));
return ex.getD (A _ => False)

17 return amounts

PO RN

(b) Semantic embedding of exceptions (c) Withdrawal with non-determinism

Fig. 3. Cashmere programs featuring exceptions and non-determinism

2.5 Reasoning about Programs with Exceptions

Until this point, the type of Cashmere state was Int, and the programs did not enforce a clearly de-
sirable property that the value of the balance always remains positive. To eliminate such scenarios
in our running examples, we will change the implementation of withdraw to throw an exception
if one is attempting to withdraw a larger value than the one of the current balance. The amended
code is shown in Fig. 3a (lines 10-12). Note that now, to statically ensure that the exception is not
thrown, we have added a precondition requiring that the current balance is greater than or equal
to the sum of the amounts in the list passed as the argument (line 2).

To support exceptions in the executable semantics, we will have to adjust our computational
monad once again, making it into ExceptT String (StateT Bal DivM) Bal where ExceptT is the
exception monad transformer and String is the type of exceptions. Luckily, due to the similar-
ity in the working of the state and exception monad transformers, this time, we do not need
to fully redefine the semantic embedding. Instead, we can define the new version p function by
reusing the old one. Fig. 3b shows a definition of y for ExceptT String (StateT Bal DivM), where
StateT Bal DivM is abbreviated as BankM. This definition immediately delegates to the old p func-
tion for BankM, which in its turns expects an element of type BankM (Bal = Prop). To construct the
latter, we first trivially cast f to BankM (Except String (Bal = Prop)) by unfolding the definition
of ExceptT, and then extract its result using Except.getD, which retrieves an actual value of type
Bal » Prop from Except String (Bal = Prop), returning a default element (in this case, constant
(A _ => False)) if it is an exception. In general, Loom is capable to automatically derive an in-
stance of MAlgOrdered for monads enhanced with exceptions, based on an “inner” instance and the
instance for ExceptT String. Since line 4 of Fig. 3b returns (A _ => False) for exception-throwing
computations, the derived weakest precondition for wi thdraw will be just False for such executions.
Hence, the specification ascribed in Fig. 3a ensures that, once verified, withdraw is exception-free.

2.6 Modelling Non-Determinism in Program Semantics

As another effect, Loom supports non-deterministic computations, which are useful, for instance,
to model interactions with Input/Output. Continuing with our example, instead of passing a list of
amounts to deduct from the account balance to withdraw as an argument, we can model it as a non-
deterministic choice provided by the user interactively. Line 4 of Fig. 3¢ shows how that can be
implemented in Cashmere by making use of Dafny-style let-such-that operator : | (also known as
Hilbert’s epsilon operator) [63]. The semantics of such a choice in our example can be summarised
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as “picking a random sequence of amounts to withdraw, such that the sum of the amounts does
not exceed the current balance”. The non-deterministically picked amounts also serves as the result
of the whole procedure, which we name history, as it contains the latest history of withdrawals.

Loom derives VC to prove the new version of withdraw correct by assuming demonic semantics
for the non-deterministic choice. That is, the correctness theorem for withdraw will ensure that
its post-condition holds for all values of amounts satisfying the constraint at line 4. Furthermore,
given a generator for values of type List Nat, Loom will provide a sound execution of withdraw,
where it will attempt to generate amounts candidates until it finds one satisfying the amounts. sum
< balance condition. Sec. 6 describes the implementation of this feature in detail.

2.7 Symbolic Execution with Angelic Non-Determinism

In addition to modelling demonic choices for the sake of safety reasoning, Loom also allows to use
angelic non-determinism to support symbolic execution of programs. As the last variation to our
example, imagine that the withdraw implementation from Fig. 3¢ does not impose any constraints
on the choice at line 4. In such a case, it would be nice to prove (in the sense of program logics for
under-approximate reasoning [82, 113]) that the exception at line 10 may be thrown. To achieve
this, we instruct Loom to use angelic non-determinism and treat exceptions as “success” (the exact
mechanism will be shown in Sec. 4). With this semantics, we will try to prove False post-condition.
Intuitively, verification of such goal can only succeed if an exception is thrown, because, in this
case, the VC will ignore any postcondition and will just return True.

In the interest of space, we do not show the code of this example here, but it can be found in
our Lean development, along with the Lean proof of its incorrectness.

2.8 Putting It All Together

We demonstrated how to implement a series of examples, building a Lean-embedded verifier for
a custom effectful language using Loom (and a bit of Lean meta-programming). As of now, Loom
comes with an extensible library of monad transformers for modelling a variety of computational
effects, including StateT, ReaderT, ExceptT, NonDetT, DivM, and Gen; the last one is the Lean
monad for random sampling [60] in the style of QuickCheck [20].

Some of Loom’s supported effects include parameters that define their execution semantics and
VC generation. For ExceptT with exceptions of type ¢, one can specify how to treat exceptions: as
failures, as successes, or by using a custom exception handler of type ¢ — Prop. For DivM, one can
control the symbolic treatment of diverging computations: partial or total. In the first case, one
does not have to provide a decreasing measure; in the second, correctness proofs guarantee that the
program always terminates. Finally, for NonDetT one can control how to treat non-deterministic
choices: demonically or angelically. The former case corresponds to accounting for all possible non-
deterministic choices, which is useful to prove program safety. The latter corresponds to symbolic
model checking and is useful to prove the presence of a bug or reasoning about reachability.

In the next section, we explain the theoretical foundations of Loom and its mechanism of monad
transformer algebras that enables automatically deriving VC generators for executable semantics.

3 Deriving Verifiers via Monad Transformer Algebras

At the heart of Loom’s theoretical foundations is a subclass of Dijkstra (i.e., statement-producing)
monads [4, 75, 102] allowing for “push-button” derivation of generators of Floyd-Hoare-style verifi-
cation conditions (VC) [33, 49], which often can be discharged using first-order logic solvers [8, 24].
In this section, we outline the necessary background on Dijkstra monads (Sec. 3.1), followed by a
discussion of their pragmatic shortcomings for automatically deriving VC generators (Sec. 3.2). We
then introduce additional restrictions on Dijkstra monads captured by the ordered monad algebras
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structure that makes it possible to automate the derivation of VC generators for the respective
computation monads (Sec. 3.3). The section culminates with the novel idea of monad transformer
algebras, extending the benefits of monad algebras to a large class of monad transformers, allowing
for automated derivation of VC generators for semantics involving multiple effects (Sec. 3.4).

3.1 Background on Dijkstra Monads

Dijkstra monads [4, 75, 102] are a well-studied formalism for enabling deductive reasoning about
effectful monadic computations. Ahman et al. have proposed an approach to derive, for a given
monad M, which is used to perform computations with some effect (e.g., state manipulation or ex-
ceptions), a corresponding canonical specification monad [4]. Such specification monads allow one
to state logical specifications of monadic computations using a tailored version of Dijkstra’s weak-
est precondition calculus [26], composing the specifications for program commands in a monadic
style, mimicking the way ordinary monads implement “effect passing”, with the ultimate goal to
enable Hoare-style program verification [49]. In addition to providing a recipe to derive canoni-
cal specification monads for computational monads (which themselves can be assembled out of
several monad transformers [71]), the work by Ahman et al. introduced a general approach for
establishing soundness of a user-defined specification monad w.r.t. some computational monad.”

As an example, for the state monad StateM o «, consider a specification monad StateW ¢ «,
which is defined as (¢ — o — Prop) — (o0 — Prop). The intuition behind this definition is
that computations in StateW o « correspond to weakest precondition transformers. That is, a value
w of type StateW o a encodes a specification of some computation done in StateM o «, which,
taking a desired post-condition post on its final state, returns the sufficient precondition w post
to hold on the initial state. As any other monad, specification monad interface consists of the
the implementations of functions (1) pure : @ — Wa needed to inject pure values in monadic
computations and (2) bind : Wa — (¢ — Wp) — WJ needed to compose computations (or,
in this case, specifications). For StateW o «, the standard definitions are pure x = Apost. post x
and bind w f £ Apost. w (Ares. f res post). The implementation of bind first obtains the weakest
precondition of an application f res with respect to a given postcondition post, and then uses it as
a postcondition for w, to derive the weakest precondition of the composition.

The specifications in StateW are not yet connected to the computations in StateM. Such a con-
nection is given by the morphism W®Psitem : StateM o @ — StateW o « defined as follows:

WPstatem (m : StateM o @) = A post (s : o). let (res,s”) = (m s) in post res s’ (3)

In plain words, we say that for a given post-condition post, W®Pstatem m post returns a pre-
condition, which holds on an initial state s if and only if post holds on the result res of the computa-
tion m s and its final state s’. Such transformation ‘W% in general has the type Vo, M « — W a and
defines a semantic mapping of a whole program (i.e., m : M) to its specification (in the monad W)
by “running” m via the call m s. To enable modular reasoning about computations in m, we should
be able to derive the weakest precondition of a composite computation from its parts. The laws
allowing us to do that for a computation monad M and a specification monad W are as follows:

Vx, WP (pure,, x) = purey, x (4)
Vm f, WP (bindy m f) = bindy (WP m) (Ar. WP (f r)) (5)

To give more intuition on how these laws are related to compositional program verification, recall
that bind m f usually encodes a sequential composition of a command m and its continuation f. In
this context, the law (5) states that to get its specification, we just need to compose the specification

2This is useful for computation monads such as List, which cannot be represented as a monad transformer [2] and, thus,
do not yield with a canonical instance of a Dijkstra monad following Ahman et al.’s methodology.
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of m with the specification of f applied to m’s result r. The only “basic” rules that need to be proven
are those specific to a monadic computation M in question, such as get/set for StateM.

An additional property of ‘W® that is essential for scalable verification in practice is monotonic-
ity. For StateM, this property means that for a stateful computation m, and any two post-conditions
post, and post,, if post; r s implies post, r s for any r and any state s (i.e., post; refines post,) then

Vs, W®Pstatem m post; s = WPsiatem m post, s (6)

This property is crucial for reusability of specifications and their proofs. For example, proving
WP m (As. s = 5) means that we also have a proof of WP m (1s. s > 0).

To conclude our tour of a specification monad for StateM, we show that W®siaem defined
via (3) can be used to define program correctness statements in a form of Floyd-Hoare triples:

{pre} m{post} = Vs. pre s = WPstatem m post s (7)

The above means that pre implies the weakest precondition of m w.r.t. postcondition post.

Before we move on, note that this recipe to define Hoare triples is somewhat bespoke for
state monad. Specifically, the form of StateW as well as definitions (7) and (3) crucially rely on
the structure of StateM. To wit, for the List monad, the specification monad would look like
(¢ — Prop) — Prop: it would feature no “state” component o, and for a given postcondition
post, the weakest precondition would have to hold for all (or at least one, depending on the de-
sired verification style—more on that in Sec. 6) elements of the list to satisfy post. The Hoare triple
definition would have to be adapted accordingly. It is natural to wonder: (a) how do specification
monads W for a given computation monad M would look in general and (b) whether it is always
possible to define a Hoare triple in a chosen specification monad? To answer these questions, let us
discuss the metatheory of Dijkstra monads and the pragmatic limitations caused by its generality.

3.2 Specification Monads and Hoare Triples

To tackle the concerns raised above, let us first identify a common pattern in the specification
monads we have seen so far: StateW o ¢ £ (@ — o — Prop) — (0 — Prop) for the state monad,
and ListW a £ (@ — Prop) — Prop for the list monad. Clearly, both such monads resemble
the continuation monad Cont L « = (@ — L) — L, where, in the former case L is ¢ — Prop,
and in the latter, L is just Prop. To capture this pattern, the general type of specification monads
we will be considering in this work will be Cont L a, and we will refer to the type L as assertion
language. The intuition behind identifying an assertion language for a monad M is simple: it is just
a type of assertions, which one can state about computations done by elements of M. An assertion
language defines the type of pre- and postconditions for monadic computations, and one should
expect an assertion language itself to come with some properties that make it useful for writing
specifications. In this work, we require each assertion language L to be a complete lattice, which
guarantees that its elements (i.e., assertions) come equipped with many useful operations, such
as meet and join for disjunction and conjunction, top and bottom for truth and falsity, supremum
and infimum for existential and universal quantifiers, and partial order for implication.

Now, given a specification monad Cont L « for a computation monad M, with WP : M a —
Cont L « being a weakest precondition morphism (so far, bespoke for L and M) and < being a
partial order on L, a Hoare triple for a monadic computation m : M can be defined as follows:

{pre} m{post} = pre < WP m post (8)
The following property of WP generalises the monotonicity requirement (6) for StateM:

Vm (post, post, : a« — L), (V(x : a), post; x < post, x) = WP m post; < WP m post, (9)
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Notice that by imposing the lattice structure on L, we manage to generalise (and, thus, automate)
almost all steps from Sec. 3.1 towards defining Hoare triples for a given computational monad M
and a specification language L. The recipe boils down to using Cont L « as a specification monad
for M, defining triples as done in (8). The only wrinkle is that one still has to explicitly provide
the weakest precondition morphism W% : M « — Cont L a: remember, for StateM monad the
definition has been provided in an ad-hoc way by (3), and it would look differently for ListM.

Indeed, for many sensible choices of M and L, it is possible to define W% explicitly and prove
its properties (4), (5), and (9), to obtain the suitable Hoare logic. However, the lack of automation
in this aspect is what stands in the way of “push button” generation of sound program verifiers for
languages with arbitrary executable semantics expressed as a composition of monadic effects.’®

This brings us to the main conceptual contributions of this work: (1) identifying an algebraic
structure that relates a computation of type M and an assertion language L, and allows for deriving
a morphism W® for M and L, which satisfies the properties (4), (5), and (9), thus, automatically
delivering a sound Hoare logic (and the respective VC generator) for M, and (2) extending this
structure to executable semantics that are defined as combinations of multiple effects.

3.3 Monad Algebras

For a given monad M, there is a one-to-one correspondence between weakest precondition mor-
phisms WP : M a — Cont L « satisfying properties (4) and (5) (but not necessary (9)) and
structures called monad algebras that relate M with an assertion language L:*

Definition 3.1 (Monad Algebra). For a given computational monad M we say that type L and a
morphism p : M L — L form a monad algebra if the following two laws hold:
(1) forany p : L, u (pure p) = p
(2) foranym:Ma, f,g:a = ML, if Vx, u(f x) = p(g x) then p(m >= f) = p(m >= g)
In this context, the type L is referred to as monad algebra object.

Before providing an intuition for this definition, we enhance the notion of a monad algebra to
extend this one-to-one correspondence to weakest precondition morphisms that are monotone (9):

Definition 3.2 (Ordered Monad Algebra). A complete lattice L with a partial order < and a mor-
phism p : M L — L form an ordered monad algebra for a monad M if the following laws hold:
(1) forany p : L, pu (pure p) = p
(2) foranym:Ma, f,g:a = ML, if Vx, p(f x) < p(g x) then p(m >= f) < p(m »= g)

»

The only difference with Definition 3.1 is that we replace “=” with “<” in the second law. From
here on, we will only consider ordered monad algebras, referring to them as just monad algebras.
Intuitively, the first law of Definition 3.2 states that the “symbolic run” of computation simply
returning an assertion p is just p, while the second law captures the monotonicity property of p.
That is, strengthening some part of the symbolic run of a program (by, e.g., imposing a stronger
assertion at the end) should only strengthen the overall outcome of a symbolic run.

Let us show how to derive a morphism ‘W% from a given y of a monad algebra:

WP Ma— (a—>L)—>L2Am: Ma) (post: @ — L). u (post <> m) (10)
The <> operator above is a monadic mapping of type (¢« — f) — M « — M . To understand the

intuition behind (10), note that post <¢> m is essentially the same monadic computation as m but

3In this work we deliberately do not account for all possible monadic implementations of effects, as some effects can have
multiple representations. For instance, non-determinism can be represented via backtracking, lists, trees, etc [3, 46, 53].
4This observation is discussed in Sec. 4.4 of the paper by Maillard et al. [75]. , who derive Dijkstra monads using a more
general mechanism of effect observations [51].
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returning an assertion post a instead of an “ordinary” value a. Applying p to (post <> m) results
in a precondition that must hold before running post <> m for it to return a true assertion.
For W% defined this way, we can state the following theorem (which we proved in Lean):

THEOREM 3.3 (PROPERTIES OF ‘WP DERIVED FROM ORDERED MONAD ALGEBRA). If an assertion
language L and a morphism i : M L — L form an ordered monad algebra for a monad M, then WP
derived using (10) satisfies the properties (4), (5), and (9).

As mentioned in Sec. 3.1, W% with properties (4), (5), and (9) immediately provide rules to com-
pose the weakest preconditions of basic operations into specifications of composite programs. That
said, we have not yet discussed how to derive “W®s for basic operations for a given monad (e.g.,
get/set of StateM). While we do not automate this aspect in this work, these derivations can be
usually done mostly mechanically by unfolding the respective definitions of y and WP.

As an example, consider the derivation of ‘W% for StateM’s get operation, i.e., a computation
of type StateM ¢ o which returns an underlying state. By definition, we unfold get into As. (s, s):
for an initial state s, get’s outcome is this exact state s, hence the following derivation:

WPstateM o get post s = Listatem a(pOSt $ get) S (11)
= HStateM a(POSt <ﬁ> AS. (S, S)) N (12)
= UstateM o (As. (post s,s)) s = post s s (13)

The last line (13) of the derivation above can be validated by unfolding the definition of pstatem o-

Following the outlined methodology, obtaining a Hoare-style verifier and a respective VC gen-
erator for a computation monad M boils down to (a) selecting an assertion language L and a mor-
phism p (both are usually relatively straightforward, as shown in Fig. 1c), (b) proving the laws
stated in Definition 3.2, and (c) deriving the definitions of W% for all operations specific to the
monad. However, interesting programs rarely involve just one effect (e.g., just state), so next, we
will show how to extend this approach to semantics of computations combining multiple monads.

3.4 Monad Transformer Algebras

In the previous section, we have discussed a recipe to derive weakest precondition calculi for
specification monads of the form Cont L a by leveraging the mechanism of monad algebras. In
this section, we will address the challenge of deriving monad algebras for composite monads.

For example, assume we have defined a monad algebra instance for a monad M, and now we
want to add a state component to it by making use of the StateT monad transformer. Do we have
to define an instance of monad algebra for StateT ¢ M « from scratch, proving all the required
properties, or is there a compositional way to do so, allowing for proof reuse? Below, we provide an
approach to achieve the latter, by introducing a monad algebra analogue for monad transformers.

The main idea is simple: for a given monad transformer T, which “adds” a particular effect, let
us define a monad algebra instance of this transformer as it were applied to an arbitrary monad
M, which itself already came with a monad algebra instance formed by L and p. We illustrate how
it can be done for StateT. First, assuming that assertion language for M is L, we have to define an
assertion language for StateT o M. For the assertions on stateful computations in StateT o M, we
want to be able to state everything we could have stated for M, and additionally reason about state.
This suggests to define the new assertion language as ¢ — L. Now, we need to define psiatet & am Of
type (StateT o M (¢ — L)) — (0 — L) by making use of piar : M L — L. Before going through its
definition, remember that StateT o M « is defined as 0 — M(a X 0): given an initial state of type
o, computations in StateT o M « yield monadic executions in M carrying result « and an updated
state. Therefore, for m of type 0 — M((0 — L) X o), we define
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HstateT o M M = A(s : 0). upr(apply <> (m s)) (14)

Above, apply : (@ — f) X @ — f is a function that applies the first element of a pair to the second
one. In the definition (14), we first run m on an initial state s to get a monadic computation m s of
type M((c — L) X o). Next, we apply the predicate it returns (of type (¢ — L)) to the updated
state (of type o) via “apply <>”. The result of this operation (apply <> (m s)) has type M L, so at
the end we can apply p to obtain an assertion of type L.

As we prove in our Lean development, by assuming that s satisfies laws from Definition 3.2,
we can derive the same laws for pstatem o That means, when composing StateT with other mon-
ads, one would not have to redefine and reprove everything from scratch, getting a correct-by-
construction ordered monad algebra. Furthermore, defining y for transformers this way makes
it possible to derive the weakest preconditions of transformer-specific basic computations by ab-
stracting over the structure of monad algebras of underlying monads! For example, for the get
operation of type StateT o M o, defined as As. pure(s, s), the weakest precondition is as follows:

WP get post s = pstateT o m(post <$> get) s (15)
= UstateT o M(POst <> As. pure(s,s)) s = pistateT & M(AS. pure(post s,s)) s (16)
= pym(apply < pure(post s, s)) = up(pure(post s s)) = post s s (17)

In the derivation above, steps (15) and (16) correspond to steps (11) and (13) from the ‘W% deriva-
tion of get in Sec. 3.3, while step (17) follows from the law py;(pure p) = p from Definition 3.2.

Now, we are ready for the first attempt towards defining a monad algebra analogue for monad
transformers. If a monad algebra is defined for a monad algebra object (cf. Definition 3.1) repre-
sented by Lean type L, then, for a monad transformer which transforms a monad into another,
such an object should be correspondingly a type constructor, or more specifically, an endofunctor
on Lean types (i.e., a mapping Type — Type that preserves identity and function composition). For
instance, for StateT o M, we defined its monad algebra object to be Fstatet o M = AL.0 — L, where
L is amonad algebra object for M. This suggests to define a monad transformer algebra for a monad
transformer T as an endofunctor F, such that for any monad algebra formed by Land p: ML — L,
there exists a function Fu : T M(F L) — F L satisfying the monad algebra laws. In this work, we
impose one extra constraint on F, which is useful for deriving verifiers automatically.

To identify the problem with the definition suggested above, imagine you are working with
the monad T M defined as a transformer T applied to a monad M. Assume that the monad M
comes with a basic operation q : M « (think get from StateM) and the transformer T provides an
operation t : T M f3, which is agnostic to the underlying monad M. With the definition above, if
our library contains the ‘W% derived for ¢, we can directly use it in our proofs, as this definition
is agnostic to any particular monad M. However, this does not apply to the computation g. Even
if our library contains the W derived for M, a monad T M will not use q directly, but will rather
run liftr g instead (where liftr is a monad morphism for lifting computations from an arbitrary
monad M to T M, supplied as a part of the interface of the monad transformer T).

If we want to enable automated derivation of W®:s for lifted computations from M irrespective
of the shape of the composite monad, we need to impose a law on the definition of a monad
transformer algebra that states how to commute lift and ‘WP. Let us first show how this law can
be stated in terms of lift and p, and then derive a correspondent law for ‘W%. To develop the
necessary intuition, consider our running example of StateT. We can show that for m : M(o — L)

HstateT o mliftstater o M M) = A(s : 0). ,UM(m <& S) (18)
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Above, <& is a function of a type M (¢ — L) — ¢ — M L. In plain words, if we have a lifted
monadic computation m of type M (¢ — L), then this computation clearly does not affect the state
introduced by the state transformer. So, in order to eliminate the part of m’s outcome responsible
for state (c — — part in ¢ — L), we simply need to apply this outcome assertion to the initial
state s (since this state is not modified by m’s computation). This is done via m <& s. The result
of this expression has type M L, so we can apply pup to it to get a value of type L.

The definition (18) is what we would like to have in the general case, as it expresses the outcome
of the symbolic run pry of a T-lifted computation from M in terms of yy. To make it hold for
arbitrary monad transformers, not just StateT, let us understand the demonstrated trick with <&
using the function As. m <& s, we have turned m : M(o — L) into a function of a type 0 — M L.
Abstracting over the functor o — — (which is specific to StateT) and replacing it with an abstract F,
we realise that there should be a way to turn m : M(F L) into a value of F(M L). In other words,
there should exist a so-called distributive-law between F and M.

At the time of this writing, there was no known general recipe to derive such laws between
arbitrary endofunctors and monads [115]. However, in all our examples, endofunctors F are rep-
resentable: they are of the form ¢« — — for some type « (such functors are called Hom-functor
and denoted Hom(ea, —)). Luckily, in this case one can define a general notion of <& of type
M(F L) — F(M L) by exercising the trick we did with StateT verbatim. First, we get a repre-
sentation of F as Hom(a, —) turning M(F L) into M(a — L), then we apply <& to get &« — (M L),
and finally, we “fold” the representation of F back to get F(M L). We will abbreviate these steps
as distrp : M(F L) — F(M L). We are now ready to introduce monad transformer algebras.

Definition 3.4 (Monad Transformer Algebra). Assume T is a monad transformer and F is a repre-
sentable endofunctor. We say that F is a monad transformer algebra over T if

(1) for any monad algebra formed by L and p, there exists a function Fu : T M(F L) — F L, such
that F L and Fy form a monad algebra over T M, and
(2) for such Fu and any m : M(F L), Fu(lifty m) = up < (distrp m).

Thanks to the second law, we can derive a desired property for W% of lifted computations:

THEOREM 3.5 (‘WP FOR LIFTED COMPUTATIONS). Assume a monad transformer T and an endo-
functor F form a monad transformer algebra. Assume also a monad M and L form an (ordered) monad
algebra. Then foranym : M « and post : « — F L

WP rpm(liftrp m) post = (WP p m) < (distrg post) (19)

A pragmatically-minded reader might wonder why calculating the right-hand side of (19) is
simpler than implementing its left-hand side explicitly. Note that the type of post can be written
as Hom(a, —)(F L), so distrg, according to its definition, will turn it into F(Hom(a,—)(L)) =
F(a — L). Now, as our F is representable (i.e, it is Hom(f, —) for some f), it should be clear
that the application of distrp corresponds to just swapping arguments in post : ¢« — (f — L),
returning a value of type f — (a — L). This form of the assertion is now “passed” (via <>) to the
“inner” weakest precondition transformer ‘W% y; m, resulting in the outcome of type f — L. This
operation of pushing the assertions to the right specification monad can be effectively automated,
yielding a push-button derivation of ‘W for lifted monadic computations.

Our framework Loom comes with instances of monad transformer algebras for monad trans-
formers encoding common effects, such as state (both mutable and immutable), exceptions, and
several others. A user of Loom willing to implement their own program verifier only has to choose

Here, <&> is defined as A m s.(A(f : ¢ — L).f s) <> m. It only requires M to be a functor.
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class MAlgOrdered (1 : outParam (Type v)) class MAlgLift (m : semiOutParam (Type u - Type Vv))
[Monad m] [CompleteLattice 1] where (1 : semiOutParam (Type u))
p:ml->1 [Monad m] [CompletelLattice 11 [MAlgOrdered m 1]
p_ord_pure : V 1, u (pure 1) =1 (n : (Type u > Type w)) (k : outParam (Type u))
p_ord_bind {a : Type v} : [Monad n] [CompleteLattice k] [MAlgOrdered n k]
Vfg:a>ml), pof <pog- [MonadLiftT m nl where
Vx:ma, p(x>>=f) < pu(x>>=g) [cl : LogicLift 1 k]

wp_lift (x : m a) : wp (LiftM n x) post = 1liftM (wp x) post

Fig. 4. Ordered monad algebra type class Fig. 5. A type class for monad transformer algebras

a composition of transformers capturing their executable semantics to enjoy a sound VC gener-
ator derived automatically. One can also extend Loom with new monad transformers to support
additional effects by providing suitable monad transformer algebra instances. In the next sections
we will discuss the Lean-powered automation provided by Loom for deriving verifiers (Sec. 4) and
describe Loom support for two important effects: divergence (Sec. 5) and non-determinism (Sec. 6).

4 Encoding and Automating Loom Meta-Theory with Lean Type Classes

In this section, we discuss elements of our Lean library enabling automated verifier derivation.

Inferring assertion languages. Fig. 4 shows an encoding of the ordered monad algebra as a type
class MAlgOrdered paraphrasing Definition 3.2 in Lean. This class requires an assertion language
type 1 to be a complete lattice, and the type m should be a monad, i.e., it should have pure and
bind functions. The only unusual bit in our encoding is the annotation outParam of the type class
argument 1, which means that, even if the type of the assertion language is unspecified, Lean will
try to infer it automatically based on the type class instances available in the context. To explain
the true utility of outParam, assume we have a computation of type StateM Int Unit and want to
get its weakest precondition by passing it to the respective wp function. Remember that the wp
function has the following type for a computation monad m and an assertion language 1 (Sec. 3.2):

VY {m : Type u -> Type v} {a 1 : Type u} [MAlgOrdered m 1], ma > (a > 1) » 1
When we apply wp to ¢ : StateM Int, Lean is able to automatically infer its arguments m and «
from the type of c, but type 1 is not known. However, thanks to the fact that 1 is marked as an
outParam, it can be synthesised from the MAlgOrdered instance for StateM automatically.

Scoped monad algebra instances. For extra flexibility, Loom makes it easy to control semantics
of the weakest precondition calculi for the same monad by providing multiple scoped instances
of MAlgordered for it in different namespaces. For instance, for DivM we have two instances with
True and False values for none (cf: Sec. 2.3-2.4). One of them is defined in the Lean namespace
PartialCorrectness and the other one in TotalCorrectness. Each instance is marked as scoped,
meaning that they are only available in the respective namespaces and do not conflict with each
other. As an example, to get a total, demonic semantics treating exceptions as success, one needs
to open TotalCorrectness, DemonicChoice and ExceptSuccess namespaces.

Representing monad transformer algebras. Fig. 5 shows the Lean definition of a monad trans-
former algebra, which is quite different from what that of Definition 3.4. We encode it this way
because Lean does not have a type class for monad transformers. To make class resolution more
ergonomic and efficient, Lean encodes monad transformers as a type class for monad lifting:

class MonadLift (m : Type u > Type v) (n : Type u > Type w) where ...

This class specifies how to embed a monad m into a monad n. To follow this idiom in Loom, we
implemented a type class MAlgLift, asserting that an ordered monad algebra for m and 1 can be
lifted into an ordered monad algebra for n and k. By default, MAlgLift gives us (1) LogicLift 1 k
representing the languagek asa » 1 for some @, and (2) wp_1ift lemma, which is the Lean encoding
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of the equality (19). The wp_lift lemma relies on the LogicLift class, which provides the 1iftM
function to lift wp x : Cont 1 « to Cont k a, corresponding to distrp from Definition 3.4. Even
though MAlglLift requires supplying a proof of the property of wp, but not of 1, we define an instance
that derives the proof of wp_lift from m’s y and its properties. Given an arbitrary computation in m,
Loom’s derive_lifted_wp command lifts its definition to the respective target monad n, provided
a suitable instance of MAlgLift (which is usually derived automatically). For example, assume the
user works with a monad n which can be represented as t (StateT o m), where t is a monad
transformer and m is an arbitrary monad. Loom can derive the weakest precondition for set and
get as computations in get : StateT o m, just from the monad transformer algebra instance for
StateT. However, the user still needs to calculate the weakest precondition for set and get as lifted
computations in n. This is exactly what the derive_lifted_wp command automates: given a lemma
specifying the weakest precondition for get : StateT o m o, for an arbitrary monad m

#derive_lifted_wp (o: Type u) for (get : StateT o m o) as n o

derives the weakest precondition for get function lifted into the monad n supporting stateful com-
putations, so that the VC generator automatically produces VCs for get in the monad n.

5 Monad Algebra for Divergence

In this section, we outline the mechanism to define partial functions in Lean, and explain how
to link it to the notion of monad algebras (Sec. 3.3) for reasoning about partial correctness in
the presence of loops. Crucial to our goals will be a monad algebra instance for the Option monad,
which is used in Lean to model divergence. For this monad, one can set the assertion language L to
be Prop, p(some p) to be p, and p(none) to be True or False, depending on the desired verification
style: the former defines partial correctness, while the latter corresponds to total correctness.

5.1 Divergent Computations in Lean

Lean allows one to define generally-recursive functions inside a class of monads that come with a
chain-complete partial order (CCPO) on the type of their computations.

Definition 5.1 (Chain-Complete Partial Order). A partial order < on a type A is called chain-
complete if for any chain a; < a; < ... in A there exists the least upper bound | |; a; in A.

Definition 5.2 (Chain-Complete Monad). A monad M is called chain-complete if it provides a
chain-complete partial order on M « for any result type a.

For general recursion, it is additionally required that bind is monotone with respect to this CCPO:

Definition 5.3 (Monotonicity of bind). A chain-complete monad M is called monotone if for any
my,my:Ma, fi,fo:a—MP,ifm <myandVx, fi x < o x thenm; >= fi <my>= f.

With the Definitions 5.2 and 5.3 holding for a monad M, Lean defines generally-recursive monadic
computations in M following a Knaster-Tarski-style construction [1, 10]. A trivial instance of a
chain-complete monotone monad is Option. In this case, CCPO is defined as an order that only
asserts that none < some x for any x. Moreover, the Lean standard library establishes that if M
is a chain-complete monotone monad and is transformed with one of the standard transformers,
such as StateT, ExceptT, ReaderT, etc, the resulting monad remains chain-complete and monotone.
Given such a monad and a function f : M &« — M « (i.e., function which takes the recursive call
as an argument), Lean defines its fixpoint as | | ¢ x, where f T . M a — Prop (pronounced
“f iterated”) is an inductively defined smallest set such that (1) for the bottom element L of a
corresponding CCPO, f L € f1*, (2) for each x € f*, f x € f1*, and (3) for each chain ¢ : M a —
Prop such that ¢ C f1*, the least upper bound of ¢ is also in fT*.
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Va, {inv(inla)} m {ab: a+ B, inv(ab)} Va, {inv(inla)} m{ab:a+ p, inv(ab) A"ab < a™}
{inv(inl ag)} iter ag m {b, inv(inr b)} {inv(inl ag)} iter ag m {b, inv(inr b)}

(a) Partial iteration rule (b) Total iteration rule

Fig. 6. Total and partial iteration rules

With these amenities, Lean can define general loops (including while-loop) for a chain-complete
monotone monad M without having to provide a termination measure. Loom exploits this feature,
providing a general iteration operator iter [108, Sec. 3.2], which can be used to express many
different kinds of loops, including while, for, do-while, etc. The definition of iter is parametric in
an underlying monad M and has the type ¢ — (@ — M(a + f)) — M p. Intuitively, the output
type of the iter-loop body can be either @ or 8, which is modelled by taking a tagged union of
those types, denoted as +. The type « is ascribed to a value that is being computed by the each
iteration of the loop and passed to the next iteration. The type § corresponds to a value indicating
termination of the loop: if the result of the loop body is b : f§, then the loop terminates. Clearly,
no one guarantees that the body of the iter-loop will ever return a value of type 3, hence this loop
might diverge. Even though Lean can execute such an operator natively, it does not provide us a
standard invariant-based reasoning mechanism to reason about its safety. In the next section, we
will define such a mechanism by harnessing the structure of monad algebras.

5.2 Reasoning about Partial and Total Correctness with Loops

Loom’s general Hoare-style rules for iter are depicted at Fig. 6. Both of those rules rely on a tra-
ditional loop invariant inv. To match the type of iter discussed above, the invariant inv has the
type @ + f — L, with L denoting assertion language associated with the monad M. Intuitively,
inv : « + f — L bundles together two functions: invj, : « — L and inviy, : f — L. The former
is used to express an invariant which must hold on the result computed by each iteration of the
loop, and the latter expresses the condition which must hold upon the loop’s termination. The rule
depicted at Fig. 6a expresses the partial correctness property of the iter operator. If the invariant
holds on the initial value ay : «, injected into & + f via inl, we want to prove that after executing
the iter-loop, the invariant will hold on the final loop result b : f, injected into a + f via inr. This
rule corresponds to the partial semantics of iter, as it does not feature any condition to enforce its
termination. The total correctness rule (Fig. 6b) is similar, but it also has a condition to enforce the
loop termination. This condition is expressed via "ab < a™ assertion, where "-7 is a notation to
inject pure (i.e., effect-agnostic) propositions into L. It means that the loop result ab : a + f is less
than q if it is of a form inl @’ and is vacuously true otherwise.

It turns out, the second rule is a valid rule for an arbitrary monad algebra where one can define
the iter operator. However, for the first rule to be sound, an extra relation should hold on the
definition of ‘WP s operator and the CCPO of M. For example, let us take M = Option, applying
iter to a body implemented as m = Aa. pure(inl a), a function with no effect, and always returning
result of type a. As in this case we will never get a result of type f, iter will diverge. Therefore,
the rule’s precondition holds for a trivially true invariant. At the same time, iter ay m is none, so
if we take ppr(none) = False, the respective ‘WP y(iter ap m) will return False, and the rule’s
conclusion will not hold. To resolve this unsoundness, we introduce partial monad algebras.

Definition 5.4 (Partial Monad Algebra). Assume M is a chain-complete monad. A monad algebra
formed by L and i : M L — L is called partial if for any chain ¢ € M a, A\ ,cc WP m(m) post <
WP (Lnec m) post holds, where A is the meet (e.g., conjunction) on the assertion type L.
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inductive NonDetT M a where def p (x : NonDetT M L) : L := match x with
| pure : a = NonDetT M « | pure p =>p
| vis {f} : M f > (B > NonDetT M a) > NonDetT M « | vis x cont => um ((A a => p (cont a)) <$> x)
| pick () : (r » Prop) » (r > NonDetT M @) = NonDetT M a | pick 7 p cont => [] a € p, p (cont a)
(a) A monad transformer for non-determinism (b) A monad algebra instance for NonDetT

Fig. 7. Nondeterministic monad transformer and its monad algebra instance

To understand the meaning of this definition, assume c is a chain representing the set of it-
erations of a function f. Definition 5.4 states that if a precondition pre implies all the weakest
preconditions ‘W (m) for every m in the chain c, then it also implies the weakest precondition
of the least upper bound of the chain, which coincides with the least fixpoint of f. In other words,
to prove a property about the fixpoint of f, it is enough to prove it for each iteration of f.

To understand why Option with p(none) = False is not a partial monad algebra, assume that
¢ is an empty chain. Then the left-hand side of the inequality in Definition 5.4 is a conjunction
over an empty set, i.e., True, and its right-hand side is the weakest precondition of the least upper
bound of the empty chain, i.e., False. As a valid example of a partial monad algebra, we can take
the Option monad with p(none) = True. Moreover, for each monad transformer shipped with
Loom, we have also proven that it preserves the partial monad algebra structure. That is, for a set
of standard transformers T, we prove that if F forms a monad transformer algebra on T (Sec. 3.4),
and L comes from a partial monad algebra on M, then F L is a partial monad algebra for T M.
In practice, it means that we provide rules for partial correctness triples for all compositions of
supported effects defined as stacked transformers with the Option monad “at the bottom”.

6 Specifying and Executing Non-Deterministic Computations

This section describes Loom’s monad transformer for non-deterministic computations NonDetT
mentioned in Sec. 2.6-2.7. First, we will show how to define a monad transformer algebra instance
for NonDetT, and then discuss the execution semantics for this monad transformer.

6.1 Monad Transformer Algebra for Non-Determinism

We define a monad transformer for non-determinism using a variant of a so-called program monad,
whose simplified version is shown in Fig. 7a [68]. The first two constructors are analogous to the
definition of the Interaction Tree structure [108], and correspond to the pure and bind operations.
The third constructor encodes a Hilbert’s epsilon operator [36], whose operational meaning corre-
sponds to non-deterministically picking an element of type 7 satisfying the predicate p.

To implement an instance of a monad transformer algebra for NonDetT, recall that a monad
algebra for some monad M is formed by the ordered assertion language (L, =) and the “symbolic
run” function y : M L — L. What would be a monad algebra for NonDetT M? Intuitively, for a non-
deterministic computation that ends with some assertion from L, we would like this assertion to be
true for all or at least one of possible outcomes of the computation, depending on the verification
style one wants to use—so called demonic or angelic non-determinism [14]. This suggests that the
assertion language for NonDetT M should be the same as that for M, and the semantics for a
program would be expressed as a conjunction/disjunction of the assertions for each outcome.

The function p implementing this intuition is depicted in Fig. 7b. For a pure assertion p : L, it
simply returns p. For a vis of x : M f and cont : § — NonDetT M L, the definition first recursively
applies p to cont obtaining a predicate of type f — L. Next, this predicate is applied to x via <$> to
get an element of type M L. Since we assumed that M already comes with monad algebra instance,
we can apply the respective um extracted from this instance to get an element of type L. For a
non-deterministic choice pick, the definition takes an infimum [ | of all semantics of y(cont a) for
each a from p, for which we require L to be a complete lattice. This definition corresponds to a
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inductive Extract : NonDetT M a = Type where def NonDetT.run (x : NonDetT M «) : Extract x > M «

| pure : V x : «a, Extract (NonDetT.pure x) | pure x => purey x

| vis {f} (x cont) : (V y : B, Extract (cont y)) > | vis x cont contEx => x >>= (A a =>
Extract (NonDetT.vis x cont) NonDetT.run (cont a) (contEx a))

| pick (r p cont) [Findable 7 pl : | pick 7 p cont contEx => match find 7 p with

(Y t : 7, Extract (cont t)) - | some x => NonDetT.run (cont x) (contEx x)

Extract (NonDetT.pick 7 p cont) | none => L

(a) Choices for non-deterministic computations (b) Running computations in NonDetT

Fig. 8. Auxiliary definitions to run NonDetT

demonic choice semantics for non-determinism. In our framework, we also provide an instance
for an angelic choice semantics of NonDetT, which is obtained by taking the supremum at the
definition of pick Fig. 7b. In the interest of space, in this section we only discuss the former.

For the type 7 and a predicate p : © — Prop, one can define the semantics of the Hilbert’s epsilon
operator pickSuchThat (denoted as x :| p in the language of Dafny verifier [63]) as follows:

pickSuchThat 7 p 2 NonDetT.pick 7 p NonDetT.pure (20)

6.2 Executing Non-Deterministic Computations

Let us show how to soundly execute computations in NonDetT for demonic choice and the par-
tial correctness semantics. Our accompanying formalisation provides implementations for other
choices of semantics. We will show how to build a function NonDetT.run : NonDetTM a —» M «
for any monad M equipped with a partial monad algebra instance (Sec. 5), such that the seman-
tics of this obtained computation in M « will refine the semantics of the original computation in
NonDetT M « (i.e., will produce one of the possible outcomes captured by NonDetT M «).

The execution semantics for the first two constructors of NonDetT follow those of ITrees [108]:
NonDetT.pure can be executed into pure operator from the underlying monad M, and NonDetT.vis
can be executed using bind. To “execute” a non-deterministic choice operator, we must assume
additional structure on the type 7 and predicate p. To do so, we adopt the ideas on executing
Hilbert’s choice operator in Dafny [63], parametrising NonDetT.run by a witness of a (possibly
partial) function that picks an element from 7 satisfying a predicate p. We represent such witness
as the inductive type Extract outlined in Fig. 8a. This definition recurses over the NonDetT.vis
constructor, and for each NonDetT.pick constructor requires an instance of a Findable type class,
provided by Loom. The most essential component of this type class is find : Option 7. Intuitively,
if find returns a value x, then p should hold for x. Formally, this is captured by the type class field

find_spec : Vx : 7,find 7 p = some x = p x (21)

Our implementation can infer an instance of this type class at each call to pickSuchThat, pro-
vided that 7 is finite and p is a decidable predicate. In this case, find enumerates all elements of
7 until it finds one which satisfies p. Assuming an instance of Findable, we can define a function
NonDetT.run depicted at Fig. 8b. This function recurses over NonDetT.vis constructor, calling find
for each NonDetT.pick constructor to pick an element from 7 satisfying p. If that call returns value
x, then we call NonDetT.run recursively via cont, otherwise we return a divergence value L.

We have proven the following soundness theorem for the outlined execution semantics in Lean:

THEOREM 6.1 (SOUNDNESS OF NONDETT.RUN). If M has a partial monad algebra instance, then
for any c : NonDetT M a, ex : Extract c, and suitable pre-/post-conditions, the following holds:

{pre} c {post} = {pre} NonDetT.run c ex {post}

If a monad M does not come with a partial monad algebra instance, then for NonDetT.run to be
sound, we also need to ensure that each reachable call to a non-deterministic choice is realisable:
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if a program point where it makes a non-deterministic choice with a predicate p is reachable, this
predicate should hold for some value. To formalise the intuition behind “reachability” in a monadic
computation, Loom provides a method to derive a weakest liberal precondition calculus from the
specific class of monad algebras; its details can be found in our Lean code.

7 Combining Runtime and Deductive Verification of Distributed Protocols

We used Loom to redefine and enhance the semantic foundations of the recently released Veil
verifier [86], producing its new version Veil 2.0. Veil is an open-source multi-modal verification
framework embedded into Lean, which supports both automated and interactive verification of
transition systems, with a focus on verifying distributed protocols. It features a simple imperative
language, inspired by Ivy’s RML [83], for users to specify initial states and protocol transitions,
and a declarative language for describing safety properties and (finite) system traces, respectively.

The typical verification workflow in Veil is to first (i) specify the transition system and state
its safety properties, then (ii) use Veil’s SMT-based symbolic bounded model checking (BMC) to
ensure the specification is not vacuous (i.e., it admits non-trivial execution traces) and that the
desired safety properties are not trivially violated (up to some small execution depth), and finally,
once some initial trust in the correctness of the specification is thus built, to (iii) iteratively discover
an inductive invariant that is a sufficient condition for the desired safety properties.

The Veil 2.0 benchmark suite contains 17 specifications of 15 different distributed protocols (two
protocols are verified both in a decidable fragment, and separately, in general first-order logic).

7.1 Angelic Non-Determinism and the Semantics Zoo in Veil

Non-determinism features prominently in Veil specifications, particularly to abstract away imple-
mentation details or avoid formulations that would push the specification outside the decidable
fragment. For instance, when specifying a consensus protocol, rather than encoding the length of
areplica’s log as a first-order function in Veil, it is preferable (to maintain decidability) to encode it
as a relation with a coherence assumption, i.e., a partial function. The value can then be retrieved
using the pickSuchThat operator, as described in Sec. 6.1, without introducing quantifier alterna-
tion in the specification. This is an instance of non-deterministic choice. Another use-case, for
angelic non-determinism, is symbolic bounded model checking, and in particular, checking that
traces of particular shapes are admitted by the specification, e.g., “is there a way to pick transition
parameters such that transition A happens, followed by any two transitions, then followed by B?”.

One of the major limitations in the original implementation of Veil was its approach towards
such angelic non-determinism. Before we ported Veil to use Loom-provided semantics, its imper-
ative actions were monadic programs elaborated in a hard-coded weakest-precondition monad
with demonic choice and treated exceptions as failures (for all choices which satisfy the assump-
tions made about them, the transition terminates without an exception being thrown, and the
post-condition holds).® This treatment is appropriate for verification, e.g., for proving the safety of
protocols, but is awkward for the kind of symbolic model checking described above. Specifically,
the problem is that this kind of model checking relies on angelic choice and exception as failure
semantics: a transition can occur if there is a way to choose its parameters such that all assump-
tions made about them hold and no exception is thrown. However, only angelic and exception as
success semantics could be derived from Veil’s original semantics (by negating the postcondition,
and then negating the obtained weakest precondition). As such, Veil’s symbolic execution was, as
initially implemented, sound only for actions which never threw exceptions.

®Non-termination was not a concern in the original Veil, as it did not feature loops.
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def VeilM (m : Mode) (p o a : Type) := NonDetT (ReaderT p (StateT o (ExceptT ExId DivM))) «
def VeilM.succeedsWhenIgnoring (ex : Set ExId) (act : VeilM m p o a) (pre : p » o > Prop) :=
[IgnoreEx ex|triple pre act (A _ => T)]
def VeilM.meetsSpecificationIfSuccessful act pre post := [DemonSucc|triple pre act post]
def VeilM.toTwoState act : p > ¢ > ¢ > Prop :=
A ro so s1 => [AngelFail|triple (Ars=>r =rg As=sp) act (A _rs=r=ryAs=s7)]

Fig. 9. The Veil monad and definitions used for verification and model checking

To address this limitation, as well as other shortcomings of Veil,” we completely overhauled
its semantics using Loom. Veil actions now elaborate into programs in the VeilM monad, whose
definition in terms of Loom monad transformers is shown in Fig. 9. Concretely, a Veil 2.0 action
is a monadic computation that has read-only access to the immutable background theory of its
specification (ReaderT p), can read and write to the mutable state (StateT o), can raise exceptions
and diverge (ExceptT ExId DivM), can perform non-deterministic choices (NonDetT), and returns a
value of type a. The same definition can now be interpreted with different semantics. The most
general of these semantics is IgnoreEx, which uses demonic choice and is parametrised by a set of
exception IDs which result in success (i.e., the set of permitted exceptions, which are “ignored”).
If this set ex is A _ => T, then this corresponds to demonic choice and exception as success se-
mantics (DemonSucc), which we use to check that Veil 2.0 actions preserve invariants. Setting ex to
A _ => 1 leads to DemonFail semantics, i.e., Veil’s original semantics. More interestingly, if we set
ex to A e => — e and check IgnoreEx for all exception IDs, we also obtain DemonFail semantics,
but with the model returned by the SMT solver containing the ID of an exception which can be
thrown. To obtain all assertions which can be violated in an action, it suffices to run this check in
a loop, excluding previously seen exception IDs.

Veil 2.0 checks for each action both that (a) it does not throw any exceptions (assuming the invari-
ant holds in the pre-state) and that (b) if it does not throw any exceptions, it preserves the invariant.
If the (a) check fails, the failing assertion is highlighted to the user in the IDE. Using Loom’s meta-
theory, (a) and (b) together can be shown to imply the DemonFail semantics. Finally, the AngelFail
semantics used to represent two-state transitions for symbolic model checking can also be derived
from IgnoreEx via the double-negation trick used in the original Veil, but this time with respect
to DemonSucc semantics. To summarise, Veil 2.0 actions can seamlessly be interpreted under any
desired semantics, whilst running weakest precondition generation only once (for IgnoreEx), and
deriving the VCs in other semantics by simple rewrites enabled by Loom’s meta-theory.

Finally, as explained in Sec. 6.2, Veil 2.0 also has runtime execution semantics, including for
actions with non-determinism. In the next section, we show how this proved useful.

7.2 Case Study: NOPaxos and Runtime Testing

To demonstrate how Veil 2.0 benefits from the enhancements enabled by Loom, as a new case study,
we present a simplified version of NOPaxos consensus protocol [70]. NOPaxos, short for Network-
Ordered Paxos, is a distributed protocol for state-machine replication, designed to operate in data-
centres where the network provides an ordered unreliable multicast (OUM) primitive implemented
by software-defined switches. The goal of the protocol is to coordinate multiple replicas to agree
on a dynamically growing log of values, where each value is a client-issued request. The OUM
tags every client request with a unique sequence number, and as such, the replicas only need to
coordinate on whether to include or not include a particular request in their log (the channel is
unreliable, so requests may not reach all replicas), but not on the order in which to include them.
The leader, a distinguished replica, directs the coordination as the protocol executes. The original

7E.g., the immutability of the background theory was enforced using a syntactic check. Now it is enforced in the type.
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type replica procedure log_append (r : replica) (v : value) = {
type value let len :| r_log_len r len
type seq_t let next_len <« succ len
instantiate seq : TotalOrderWithZero seq_t r_log r next_len v := true
immutable individual leader : replica r_log_len r I := decide (I = next_len)
relation r_log_len : replica » seq_t = Bool return next_len
relation r_log : replica » seq_t = value = Bool 3}
(a) Type and state declarations of NOPaxos (b) One subprocedure of NOPaxos

Fig. 10. Extracts from the formalisation of NOPaxos in Veil

NOPaxos includes two subprotocols: view change and synchronisation. Our simplified model of
the protocol omits these components, so we consider only the case with a fixed leader.

To specify a system in Veil, one begins by defining its type parameters and the global protocol
state. Fig. 10a shows selected type and state declarations for NOPaxos in Veil: replica and value
are the types of replicas and values, respectively, and seq_t is a type that abstracts natural num-
bers, retaining only the assumption that they encode a total order. The protocol state is divided
into immutable and mutable components, which represent background assumptions and evolv-
ing state, respectively. Given the fixed-leader assumption, the leader is declared as an immutable
individual, where individual corresponds to a constant in first-order logic. The log maintained
by each replica is mutable. For the sake of decidability, we avoid modeling it as a concrete se-
quence and instead use two relational abstractions: r_log_len r i asserts that replica r’s log has
length i, while r_log r i v states that the i value in r’s log is v. Fig. 10b shows a subprocedure
in NOPaxos that appends a value v to replica r’s log. It first retrieves the current log length len of r
using pickSuchThat, then calls another subprocedure succ (definition omitted) to obtain next_len,
the successor of len. The procedure then sets the len' entry of r’s log to v and updates the length.

We ported NOPaxos to Veil based on an existing specification in lvy [110] and followed the
methodology described in Sec. 7. The existing specification already had an inductive invariant,
which we ported over, with it verifying successfully. Moreover, we verified with symbolic model
checking (now proven sound) that the protocol is not vacuous, i.e., that it admits executions in
which values are committed to the log. As a final experiment, we implemented a randomised sim-
ulation framework for Veil protocols as a monadic program and verified its soundness in Loom
itself, proving that it produces only traces that are admitted by the specification. By inspect-
ing the execution traces produced by the simulator, we noticed that one NOPaxos transition
(handle_gap_commit_reply, which the leader runs after it does not receive a client request, decides
to include a no-op in the log, and confirms this with the replicas) appeared to never be taken. And
indeed, inspecting the relevant action’s code, we confirmed that one of its require statements was
always false. We fixed this action along with the affected invariant clauses and several related
actions, and ultimately certified the safety property of the corrected specification of NOPaxos.

We could have, in principle, caught this error with symbolic model checking. In practice, we
did not because of its slowness—using the SMT solver as a glorified execution engine is inefficient.
Now that Loom provides us with concrete execution semantics, Veil users can do much better.

8 Combining Automated and Interactive Proofs in a Dafny-Style Verifier

As another case study for Loom, we have implemented Velvet: an embedding of a Dafny-style
verifier [62] into Lean. Velvet allows one to verify stateful, possibly non-terminating programs
with non-deterministic choices, manipulating arrays and algebraic data types. In addition to the
deductive verifier, we have implemented support for QuickCheck-style property-based testing [20]
for Velvet programs, so that one can test a program’s specification before proving it.
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1 method insertionSort (mut a: arrInt) return (u: Unit)

2 require 1 < size a ¥ case «size ao — n»
3 lensures V i j, i < j < size a » aNew[i] < aNew[j]] + Type
4 [ensures toMultiset a = toMultiset aNew do : TArray Z arrint

5 let ap := a : arrint '
6 let mut n :=1 I;Slzeazl
7 while n # size a iarrin . .

. . . : size a_l = size a
8 invariant n < size a ©1<sizeal
9 [invariant Vi j, i <j <n > ali] < alj]] SV (LN, i<joj<1o-allil =atllj]
10 [invariant toMultiset a = toMultiset ag] N N

= . 1 toMultiset a_l = toMultiset a
11 decreasing size ay - n] do Lol =

size a_1
12 let mut mind :=n . arrInt
13 while mind # 0@ TN
14 : size a_2 = size a
15 invariant Vi j, i <j < n A j # mind » a[i] < a[j]] : mind = 1
16 invariant toMultiset a = toMultiset ay PV (ijiN),i<j~>j=1--j=nmind -
17 decreasing mind| do a_2[i] = a_2[j]
18 if almind] < almind - 1] then : toMultiset a_2 = toMultiset a
19 swap a (mind - 1) mind : —-mind = @
20 mind := mind - 1 size a - 1 < sizea -1
21 n:=n+1

22 prove_correct insertionSort by loom_solve

Fig. 11. Velvet code and proof of insertion sort Fig. 12. Lean InfoView for a failed proof goal

The main advantage of Velvet over Dafny is that the former allows to combine automated and
interactive proofs within the same verifier. Using Velvet, we have verified 10 case studies: in-place
insertion sort, linear and binary search for square and cube roots calculations, and multiple com-
putations on sparse matrices. While doing so, we have discovered two distinct ways in which
Dafny-style intrinsic verification can benefit from Lean’s proof mode. First we show how one can
combine automated proofs of different semantic properties such as partial functional correctness
and termination in Velvet to obtain a stronger specification Sec. 8.1. Second, we show how Velvet
can be used to combine automated and interactive proof modes to reason about programs featuring
non SMT-friendly mathematical specifications as well as loops with complex invariants Sec. 8.2.

8.1 Proving Partial and Total Correctness of Insertion Sort

To account for diverging and non-deterministic computations, the Velvet computational monad
is defined as VelvetM = NondetT DivM. State mutability is modelled by piggy-backing on Lean’s
let mut syntax, which is a part of Lean’s support for do-notation [103]. Unlike vanilla Lean, Velvet
also allows to modify local mutable variables by passing them to function calls.

Fig. 11 shows an implementation, specification, and a proof of insertion sort in Velvet. Mutable
method parameters passed by references are marked as mut. This is needed because Velvet operates
only with Lean types and, hence, does not distinguish between mutable and pure data structures,
such as arrays and sequences in Dafny. Velvet only allows to pass distinct identifiers for mutable
parameters to a method’s call, similarly to Dafny’s requires a != b annotations, to avoid problem-
atic aliasing. In Fig. 11, the parameter a is ascribed the abstract type arrInt, rather than Lean native
type of integer arrays. This because Velvet sends its VCs to SMT via Lean-Auto [89], which cur-
rently does not support Lean arrays natively, so we provide the required properties via the arrInt
“interface”. Velvet makes this subtle difference transparent for the user, by providing all the rele-
vant array notations for arrint, as well as the proof that Lean arrays satisfy all its properties, so
that the user can pass regular Lean arrays anywhere arrint is expected.

Before attempting any verification, Velvet allows one to subject a method to property-based test-
ing. For this, it provides the derive_tester_for command, which takes the name of a method and
produces a property-based tester based on its specification. Provided a generator for the method’s
input values that satisfy the require predicate (which should be decidable),? the synthesised tester

8For now, we do not implement any clever strategies for efficient constrained input generation for a given precondition.
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will pass them to the method and will run it natively, checking that the postcondition holds. If, e.g.,
we change the postcondition at theline 3 of Fig. 11toV i j, i < j < size a » aNew[i] < aNew[j],
we will get a counterexample such as [9, -7, 9, -3], containing repeating values in the array.
To aid intrinsic verification, the Velvet implementation of insertion sort features specifications
of loop termination measures at the lines 11 and 17. To state and prove a correctness theorem
w.r.t. to given pre-/postconditions for a method, Velvet provides the prove_correct command (line
22), which takes a method’s name and generates the corresponding VCs derived from requires
and ensures annotations, as well as loop invariants and termination measures (cf. Sec. 5). The
loom_solve commands first generates one Lean proof goal per VC, and then runs a customisable
automation tactic to discharge each goal. If automation fails on at least one goal, the respective
annotation gets highlighted in the editor, and the residual proof obligation is left to the user to
prove. For instance, imagine the user forgot to add n := n + 1 at line 20, so that the measure
stated at line 11 does not decrease, and, consequently, an error message with the goal obligation
depicted at Fig. 12 will be emitted to prove interactively. While in this case the goal is not provable,
often, the residual obligations might be valid but out of reach for the available automation. In this
case, nothing prevents the user from attempting to prove them manually using Lean proof mode.
Unlike existing intrinsic verifiers [59, 62, 81], which bundle all proof obligations into a single
task, Velvet makes it possible to decouple proofs of partial and total correctness. This can be done
by defining two identical version of a program, one without termination-related annotations (high-
lighted in red in Fig. 11), and another without functional correctness-specific ones (highlighted in
yellow). The proof of the former constitutes partial correctness, and the latter proves termination.
We can then use the following theorem provided by Velvet to prove the program’s total correctness:

lemma partial_total_split {a} : V (cy c2 : VelvetM «) (P : Prop) (Q : a > Prop),
eraseEq c; cy = triplePartial P ¢y Q » tripleTotal P ¢y (A _, True) - tripleTotal P c; Q

8.2 Multiple Verification Modes for Sparse Data Computations

To exercise Velvet’s automated/interactive proof capabilities, we implemented several programs
that perform multiplications of sparse matrices and vectors. Such computations are known to be
challenging to verify mechanically [7, 28, 52]. To the best of our knowledge, only two approaches
offer computer-aided techniques to verify computations with multiple sparse structures [38, 56].

Fig. 13 shows a Velvet signature of SpMSpV method. It takes

. method SpMSpV (spm: SpM) (spv: SpV)
a compressed sparse matrix (most of whose elements are ze- return (out: arrval)
ros) and a sparse vector, and returns the dot-product of de- ensures size out = size spm
. s . . ensures V i < spm.size, out[i] =

compressed inputs’ counterparts. A classical sequential SPpMSPY 5 5 ¢ spv.size, spvlil * spm[i1C5]
algorithm is implemented in the “two-finger merge” style [54],
iterating over each compressed row of the matrix and multi-  Fig. 13. SpMSpV method signature
plying it by the input sparse vector. To model the natural par-
allelism in SpMSpV, in our implementation, instead of iterating over each row of the matrix sequen-
tially, we use a simple non-deterministic scheduler to randomly interleave those iterations, follow-
ing a conventional way to encode concurrency in Dafny [64]. To verify it, we follow a so-called
two-layered paradigm [6], distilling the part of the proof amendable to SMT solvers from math-
ematical reasoning involving complex properties of ). Interestingly, this approach has already
been studied previously in Rocq, although without automation in mind [52].

First, we come up with SpMSpV_pure: a recursive functional analogue of SpMSpV that does all the
computations sequentially. SpMSpV_pure can be used in the specification, so that we can verify in
Velvet that SpMSpV returns the same result as SpMSpV_pure via SMT, by treating SpMSpV_pure as
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an uninterpreted function with natural definitional equalities. By doing so, we reduce reasoning
about effectful SpMSpVv with loops and mutation to reasoning about pure recursive SpMSpV_pure.
Next, we prove that the result of SpMSpV_pure is equal to the big summation from Fig. 13 using
Lean tactics and facts from the mathlib library [77]. Both in our study and in the prior work [52],
the second layer of the proof extensively relied on algebraic properties of }; and constituted about
300-400 LOC. However, in our case, the first layer of the proof required no manual reasoning at all.

9 Related Work

Our work connects several lines of research, most notably: (1) foundational reasoning about effect-
ful computations and (2) interaction between different verification modes in program proofs.

Dijkstra Monads. Dijkstra monads [4, 75, 102] are an established theoretical framework to soundly
relate executable semantics of effectful computations to their verification condition generators,
and our results are inspired and enabled by the prior work on them. In particular, Ahman et al.
proposed a general specification meta-language called DM to define computational monads, so
that for a monad M, a monad transformer T, such that T Id = M, can be derived automatically, and
the corresponding specification monad W is defined by applying T to the continuation-passing
style (CPS) monad: T CPS [4]. To reason about monadic computations in Ahman et al.’s approach,
for each specification monad W, the user has to define a specification of the monadic computa-
tion as an element of W, so verification boils down to proving that the specification spec : W of a
monadic computation m : M refines its weakest precondition ‘W% m. A practical drawback of this
approach is that such refinement statements produce VCs that often involve quantification over
all postconditions. This aspect is undesirable for specifying computations with state containing
functions and relations, which is the case, e.g., in our implementation of Veil (Sec. 7). Following
Ahman et al.’s recipe for it would produce statements with higher-order quantification, not suit-
able for SMT solvers. In contrast, our work derives generators for Hoare-style VCs for arbitrary
specification languages using the definition (8), resulting in more automation-friendly formulas.

Maillard et al. generalise DM to account for a larger class of monads [75]. They also propose a
systematic way of deriving Hoare triples: for a monad transformer T, they note that if T is applied
to the pre-/postcondition monad PrePost = Prop X (&« — Prop), then the resulting specification
monad T PrePost allows one to derive Hoare-style statements. Unfortunately, the definition of the
PrePost monad comes with a subtle issue. To wit, consider its definition of bind given below:

bind®ePost £ 2 ( (pre A Va, post a = pre’a), Ab. 3a, post a A post’ ab )

where p = (pre, post) and f = Aa. (pre’ a, post’ a). This definition introduces an existential quan-
tifier for every sequential composition in a program. An ad-hoc version of such VC encoding has
been studied before and shown to be ill-suited for SMT, unlike the one obtained via W® [61].

Apart from that, our approach based on monad algebras reduces the overall effort required to
support new effects. When using the effect observation formalism [75], one will have to: (1) define
an order on the Continuation Monad Cont L, (2) define a monad morphism 0 : M a« — (o —
L) — L from computational monad M to Cont L, (3) prove that this morphism distributes over
pure, (4) prove that this morphism distributes over bind, and, finally, (5) prove that this morphism
is monotone with respect to an order on L.’ This is in contrast with our Definition 3.2 of ordered
monad algebras, which requires one to provide only one definition and two proofs associated
with it. Once such a monad algebra is defined, one can use it to construct an effect observation
morphism, with all the relevant properties will following automatically.

“More precisely, instead of asking for (5) explicitly, the approach of Maillard et al. uses the monad MonCont L of monotone
continuations, requiring one to establish (5) for each effect, but at a later stage of the definition.
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Our approach to compose verification condition generators for multiple effects based on monad
transformer algebras (Sec. 3.4) is different from the one proposed by Maillard et al., and is optimised
to preserve the specific shape of continuation monads, enabling uniform treatment of assertions
and, as the result, effect-independent proof automation. In particular, if the user already knows
that the specification monad for a monad M is Cont L and wants to add a new transformer T on
top of M then Maillard et al.’s approach would result in a specification monad is T (Cont L), which
might change the shape of the resulting assertions in a way that would make them non-suitable for
SMT-based automation. To combat this kind of non-uniformity, in Loom we identify the interface
one should provide for T (i.e., a monad transformer algebra) to make the new specification monad
still have the shape Cont L’ for some new L’. Having the shape of the specification monad always
be Cont L makes it possible to define SMT-friendly Hoare triples once and for all.

Both discussed above approaches to derive Dijkstra monads from computational effects [4, 75]
have been implemented in the F* dependently-typed language and verifier [101]. Similarly to Lean,
F* allows one to develop embedded program verifiers along with soundness proofs of their VC
generators [34]. F* also makes it possible to reason about monadic computations implementing
the respective computational effects by employing a form of monadic reflection and reification [32,
40, 74]. That said, although users can define their own custom computational effects and develop
sound reasoning principles for them based on Dijkstra monads within F*, when used as a verifier
for shallowly embedded effectful programs, the actual VC generation in F* is implemented by
a trusted, built-in compiler feature [90]. In contrast, Loom derives a certified VC generator for
arbitrary combinations of executable effects as long as they satisfy the definitions from Sec. 3.4.

Verifying monadic computations in Lean. Monadic Program Logic (MPL) allows one to reason
interactively about Lean code featuring standard effects, such as state, exceptions, and I/0.!° For
now, Loom focuses on intrinsic proof style (similar to Dafny or Verus), while MPL provides a spe-
cific set of tactics for extrinsic proofs. From the theoretical standpoint, the shape of specification
monads used by Loom is more general than the one used by MPL. In particular, in Loom, the as-
sertion language can be any complete lattice, whereas in MPL, it is defined in terms of a more
complicated predicate Assertions a ps, where ps captures the list of effects in a current monad, so
far limited to state and exceptions. In the future, we will implement new algebraic foundations, al-
lowing for a unified treatment of effect definitions and specifications from MPL and Loom, reusing
the existing meta-theory of both and combining extrinsic and intrinsic proofs for arbitrary effects.

Interaction Trees. Vistrup et al. proposed the Program Logics a la Carte (PLC) framework to incre-
mentally derive Separation Logics [91] for programs with algebraic effects [105] by defining their
semantics in terms of interaction trees (ITrees) [108]. While this approach has been shown to be
very expressive, it is not geared towards providing an executable semantics and proof automation.
To execute programs whose semantics is defined via ITrees, one has to provide a custom step-by-
step termination-ensuring interpreter, eliminating one effect in the tree at a time. Our approach
works directly with Lean monads, and allows one to verify and run Lean code using its native
executable semantics. In particular, this made it posible to have a verified a randomised simulator
for distributed protocols directly in Loom (Sec. 7.2). Such simulator is implemented using Lean’s
standard Gen monad [60]. As we can run it using native Lean compiler, the obtained checker is
very fast, enabling randomised testing of complex distributed protocols, such as NOPaxos. Finally,
VCs generated by Loom are designed to be SMT-friendly, while PLC produces VCs in the form
of specific Separation Logic formulas with many higher-order constructions. Making such VCs
amenable to SMT is non-trivial even for simpler versions of Separation Logic [29, 65, 87].

10 Available at https://github.com/sgraf812/mpl; since June 2025, MPL is a part of Lean’s standard library under Std.Do.
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Unifying verification and symbolic execution. The theoretical foundations of Loom accommo-
date multiple styles of symbolic reasoning about programs: in addition to Hoare-style correctness
proofs, it also allows for reasoning about reachability in the style of Incorrectness Logic [82]
(cf: Sec. 6.1). In this capacity, our work complements existing efforts on unifying correctness
and incorrectness proofs in the presence of different computational effects, such as Outcome
Logic (OL) [113, 114] and Hyper Hoare Logic (HHL) [22]. Unlike Loom, none of these logics have
been implemented in a form of a foundational program verifier. Similar in spirit to our proofs for a
symbolic execution semantics and Veil’s testing framework, Correnson and Steinhéfel developed
a formally verified symbolic bug finder for a toy WHILE-style language in Rocq [21]. Unlike our
work, that effort does not consider combinations of effects or deductive verification.

Combining automated and interactive foundational proofs. RefinedC [96] and RefinedRust [35]
are mostly automated foundational verifiers for C and Rust, respectively, based on the Iris program
logic [50] and embedded into Rocq. Unlike Loom, they do not provide generic abstractions to de-
fine arbitrary effectful semantics and are not optimised for off-the-shelf SMT automation, relying
on domain-specific tactics instead. Daenerys [100] is another recent Iris-based verification frame-
work that enhances it with Viper-style SMT-based automation [81] by unifying the semantics of
Iris with that of implicit dynamic frames [99]. While Daenerys allows for combining automated
and interactive verification in Rocq using Iris Proof Mode [57], it does not provide immediately
executable semantics and does not support lightweight validation by symbolic execution. It is also
unclear whether Daenerys is suitable for embedding domain-specific verifiers, such as Veil.

Multi-modal verifiers. K [93] is a framework for defining programming language semantics
and deriving formal analysis tools, based on matching logic [94]. It is expressive and has been
used to model the semantics of production languages, including Java [11], ECMAScript 5.1 [84],
C11 [30, 43], EVM [45], and Go [111]. The K framework provides tools for concrete and sym-
bolic execution, model checking, and deductive verification. Unlike Loom, K is not foundational
and has no interactive proof mode. However, matching logic has been formalised in Rocq (with a
proof mode not connected to K) [9] and Metamath [19], with its concrete execution and deductive
verification backends producing Metamath-checkable certificates for a significant, but incomplete
subset of K features [19, 73]. By contrast, Loom is fully machine-checkable by construction.

Veil is heavily inspired by lvy [78, 83], a multi-modal verification tool for distributed algorithms.
Ivy supports deductive verification backed by SMT solvers, symbolic model checking, and manual
proofs using tactics. It also supports extraction of C++ code for execution. Unlike Veil, lvy is not
foundational and does not come with soundness guarantees. Moreover, its support for manual
proofs is not interactive, i.e., the user does not get to see a representation of the symbolic context.

10 Conclusion

We have presented Loom—a framework for automatically generating foundational verifiers for ex-
ecutable effectful programs, shallowly embedded into Lean. The machinery of Loom is enabled by
a novel theory of monad transformer algebras, which we introduced in this work and instantiated
for a variety of composable computational effects. With the help of two non-toy verifiers built on
top of Loom, Veil (Sec. 7) and Velvet (Sec. 8), we have implemented, tested, and verified correctness
of more than 25 case studies, combining SMT-powered automation with interactive Lean proofs.
We believe, our contributions open several avenues for future work. On a theoretical side, we
will explore applications of monad transformer algebras to interaction trees [98], extending Loom
to support a version of Separation Logic [17] on top of the state monad transformer. On a practical
side, we will extend our implementations of Veil and Velvet to further explore interactions between
lightweight validation methods and proofs, such as invariant inference [109] and proof repair [39].
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